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ABSTRACT
A domain glossary that organizes domain-specific concepts and their aliases and relations is essential for knowledge acquisition and software development. Existing approaches use linguistic heuristics or term-frequency-based statistics to identify domain specific terms from software documentation, and thus the accuracy is often low. In this paper, we propose a learning-based approach for automatic construction of domain glossary from source code and software documentation. The approach uses a set of high-quality seed terms identified from code identifiers and natural language concept definitions to train a domain-specific prediction model to recognize glossary terms based on the lexical and semantic context of the sentences mentioning domain-specific concepts. It then merges the aliases of the same concepts to their canonical names, selects a set of explanation sentences for each concept, and identifies "is a", "has a", and "related to" relations between the concepts. We apply our approach to deep learning domain and Hadoop domain and harvest 5,382 and 2,069 concepts together with 16,962 and 6,815 relations respectively. Our evaluation validates the accuracy of the extracted domain glossary and its usefulness for the fusion and acquisition of knowledge from different documents of different projects.

CCS CONCEPTS
• Software and its engineering → Documentation; • Computing methodologies → Information extraction.

1 INTRODUCTION
Software projects usually belong to specific domains, for example, TensorFlow [18] and PyTorch [14] are deep learning libraries, Hadoop [6] and HBase [7] are distributed database systems. Each domain has a set of business or technical concepts. Moreover, based on a domain glossary we can semantically link the elements (e.g., classes/methods, APIs, Q&A posts, document fragments) from different artifacts. These links can facilitate many software engineering tasks such as developer question answering [50, 57], traceability recovery and maintenance [32, 45, 55, 56], feature location [29, 54], API recommendation [44, 49], and code search [39].

Due to the complexity and fast development of a domain, it is often laborious and expensive to manually construct a comprehensive domain glossary. Therefore, researches have been advocated to investigate automatic extraction of glossary terms or domain concepts from different kinds of software artifacts. Some researches [22, 30, 40] extract glossary terms from requirements documents. These approaches use linguistic heuristics or term-frequency-based statistics to identify domain specific terms from noun phrases, and thus the accuracy is often low. Moreover, these approaches only cluster relevant terms together and cannot identify the aliases and...
relations of a specific concept. Some researches [26, 60] extract domain concepts and relations from Q&A websites such as Stack Overflow, but rely on Stack Overflow tags and human labelled data for the estimation of domain relevance.

In this paper, we aim at extracting domain-specific concepts, their aliases and relations from both source code and documentation of software projects in the same domain in an unsupervised way. The challenges for this task lie in several aspects (see examples in Section 2). First, knowledge about domain concepts and their relations is often scattered in different documents or even different projects. Second, the same concepts are often mentioned in different aliases in different places. Third, the relevance of concepts to a specific domain cannot be reliably determined by lexical heuristics or term frequency.

In this work, we propose a learning-based approach for automatic construction of domain glossary from source code and software documentation. The basic idea of our approach is twofold. First, domain-specific concepts in documentation are often used as identifiers in source code and the relations between concepts may be inferred from structural relations between corresponding code elements. Second, using the sentences that mention the high-quality seed terms identified from code identifiers and natural language concept definitions as training data, we can learn a domain-specific prediction model to recognize more glossary terms based on the lexical and semantic context of the sentences mentioning domain-specific concepts. Based on these two ideas, our approach first extracts a set of candidate terms from the source code and documentation of different projects of the target domain, and then merges the aliases of the same concepts to their canonical names. After that, our approach selects a set of explanation sentences for each concept, and further identifies “is a” (hypernym-hyponym), “has a” (whole-part), “related to” relations between the concepts.

We implement the approach and conduct an empirical study with two technical domains (deep learning and Hadoop). The study leads to the following findings. First, our approach outperforms a state-of-the-art approach [22] in documentation based domain glossary extraction. Second, domain glossary extraction provides an effective way to fuse the domain knowledge from different documents of different projects. Third, the extracted domain glossary complements general knowledge bases such as WikiPedia. Fourth, the extracted domain glossary can help developers to acquire the required knowledge from documents more efficiently.

This work makes the following contributions.

1) We propose a learning-based approach for automatic construction of domain glossary from source code and documentation.

2) We apply the approach to the deep learning domain and the Hadoop domain and harvest 5,382 and 2,069 concepts together with 16,962 and 6,815 relations respectively.

3) We evaluate the effectiveness of the approach for domain glossary extraction and the usefulness of the extracted domain glossary for knowledge fusion and software knowledge acquisition.

2 MOTIVATION

Domain concepts are often mentioned in various aliases. When encountering an alias in code or documentation that developers do not understand, the first question to ask is what this alias represents. For example, “NAS” is the abbreviations of “Neural Architecture Search” in deep learning domain, but it is hard to find explanations for it by searching Google. In this situation, just knowing the full name of the alias’ corresponding domain concept is already very helpful for developers. Knowing the name of a domain concept is of course not enough. Because of the lack of domain knowledge, developers further need to know the domain-specific meaning of the concept. For example, in deep learning domain, “LSTM” is the abbreviation of “Long Short Term Memory” which is an advanced neural network structure that many developers may not know. An explanation of the concept will greatly help the developers understand it.

In addition to understand the meaning of domain-specific concepts, it is also very important for the developers to establish an understanding of the relationships between domain concepts, such as hypernym-hyponym, whole-part, or semantically correlated. Knowing the relationships between domain concepts can help developers understand domain knowledge in source code and documentation, and help them make informed decisions in adopting certain techniques. For example, a developer is learning to use Seq2Seq model. When she knows the relation [Seq2Seq, has a, RNN], [RNN, has a, RNN Cell], and [LSTM Cell, is a, RNN Cell], she can naturally think of using LSTM Cell to replace the RNN Cell in the Seq2Seq model. Furthermore, when she knows more variants of RNN Cell (e.g., GRU Cell), she will soon be able to build up her understanding of Seq2Seq. This knowledge may change the developer’s choice of more advanced model in her work.

Therefore, a solution to build domain glossary automatically is needed. This solution can exploit the domain concepts mentioned in source code and documentation. However, the following challenges must be addressed. First, domain concepts and their explanations and relationships are often scattered in many documents of different projects. For example, Pytorch [14] has a package nn, but we cannot find a sentence for explaining what nn is in its tutorials or reference documentation. Meanwhile, Tensorflow also has a package nn and we can find a sentence in its API reference documentation that explains the purpose of the package: “Wrappers for primitive Neural Net (NN) Operations”. From this sentence we may infer that nn in PyTorch also stands for Neural Net. Thus it is important to fuse the same concepts (may be in different aliases) mentioned in different projects of the same domain. Second, the same concepts are often mentioned in various aliases in different parts of the documents. For example, “neural network” is mentioned in different forms in Deeplearning4j, TensorFlow, and PyTorch (e.g., “NN”, “Neural Net”, “neural nets”, “neural networks”, “nn”). The alias can be different abbreviations of the full names or different morphological variants. We need to identify these aliases and resolve them to canonical forms before we can reliably extract explanation sentences and relationships of domain concepts. Third, the relevance of a term to a specific domain cannot be reliably determined by simple lexicon heuristics or term frequency metrics. For example, some lexical heuristics may assume that acronyms are glossary terms, but many acronyms such as “USE”, “SUPPORT”, and “NOTE” in deep learning domain are not. Term frequency metrics are not reliable either because some frequent noun phrases are irrelevant to the target domain, while some relevant concepts are only mentioned a few times. The lexical and semantic context of the sentences in which
domain-specific concepts are mentioned must be considered. Moreover, source code can be used as an auxiliary resource, for example, many class names and package names represent the domain concepts.

3 APPROACH

An overview of the approach is presented in Figure 1. It includes three phases, i.e., preprocessing, concept extraction, and relation/explanation identification.

The purpose of preprocessing is to extract useful information from the input corpus and prepare the required data for the subsequent phases. It includes two steps, i.e., code analysis and document analysis. Code analysis parses the source code and extracts code elements (e.g., packages and classes) and their relations (e.g., containment, inheritance, and aggregation) from the code. Document analysis parses the documents and extracts sentences from them.

The purpose of concept extraction is to extract domain concepts from source code and documents. It includes three steps, i.e., seed term extraction, extended term extraction, and alias merging. Seed term extraction uses heuristics to identify a set of initial seed terms from the sentences with the aid of code elements. By treating the seed terms as the initial labelled data, extended term extraction uses a semi-supervised learning method to iteratively identify more candidate terms from the sentences. Note that these candidate terms may be the aliases of the same concepts. Therefore, alias merging identifies and merges concept aliases (e.g., morphological synonyms and abbreviations) that are extracted from different sentences.

The purpose of relation and explanation identification is to provide relations and explanations for the extracted domain concepts. It includes two steps, i.e., relation identification and explanation extraction. Relation identification identifies "is a", "has a", and "related to" relations between concepts with the aid of code elements. Explanation extraction selects a set of explanation sentences for each concept.

We implement our approach in Python and the natural language processing tool used in our implementation is spaCy [17]. The remaining of the section details the steps of the approach and corresponding implementation. All the examples used in this section are from the deep learning domain and its projects Deeplearning4j, TensorFlow, and PyTorch.

3.1 Preprocessing

Our implementation includes code analyzers for Java and Python, which are implemented based on javalang [9] (a Java parser implemented in Python) and the build-in module ast of Python respectively. The code analyzers extract the packages/modules, classes, and various relations between them from the source code.

The technical documents of many projects are web pages that are available online. Therefore, we implement a crawler based on Scrapy [16] to obtain the documents. We use BeautifulSoup [1] (a Python parser for HTML and XML files) to parse the obtained web pages. We then clean the obtained web page content by handling different kinds of special HTML elements (for example replacing code fragments with \"\_\_CODE\_\_\" , replacing tables with \"\_\_TA\_\_BLE\_\_\") and recovering the sentences that are broken by tags like \"\&lt;p\&gt;\" and \"\&lt;li\&gt;\". Finally we extract the plain text from the content and split the text into sentences based on punctuations.

3.2 Seed Term Extraction

Seed term extraction automatically identifies a small set of terms with high confidence using heuristics. To find an optimal set of heuristics, we try different combinations of heuristics (e.g., extracting all-caps words in text and local variable/parameter names in code as seed terms) and adjust the heuristics based on the results. Finally we choose the following two heuristic rules that can be used to extract high-quality terms from source code and documents.

1. Acronym Appears with Its Full Name in Document

   If an acronym appears together with its full name in a document, the acronym is likely a term. This rule is embodied by the following three sentence patterns.
   1) [full name] ([acronym]), for example “By design, the output of a recurrent neural network (RNN) depends on arbitrarily distant inputs.”;
   2) [acronym] ([full name]), for example “Feed forward neural networks are comprised of dense layers, while recurrent neural networks can include Graves LSTM (long short-term memory) layers.”;
   3) [acronym]: [full name], for example “Iteration used to select the type of regression statistics to optimize on, with the various regression score functions - MSE: mean squared error - MAE: mean absolute error - RMSE: root mean squared error - RSE: relative squared error - CorrCoef: correlation coefficient.”.

   To enforce this rule, we first match a sentence with the above three patterns and then identify the phrase for the full name based on the acronym. For example, based on the acronym “RNN” we can identify the three-word phrase “recurrent neural network” before the bracket as its full name. For each matched acronym both its full name and itself are recognized as seed terms.

2. Package/Class Name Appears in Document

   If the name of a package or class appears as ordinary text (i.e., not code elements) in a document, the name is likely a term. For example, in the sentence “During NN training, each X iterations, executors will send encoded dense updates with lower threshold” from Deeplearning4j, the term “NN” is the name of the package org.deeplearning4j.nn. The term “NN” here means neural network, thus can be recognized as a seed term. Considering finer-grained code elements such as parameters and local variables may produce vast terms, but most of them are false ones. To ensure the quality of seed terms we only consider course-grained code elements (i.e., package and class) in seed term extraction.

   To enforce this rule, we obtain the names of all the packages and classes in the code elements and split them by camel case; we then search for the split words or phrases in all the sentences (case insensitive) and treat all the matched ones as seed terms.

   Seed terms extracted by the above two rules may be ordinary phrases that happen to be used as a package/class name or general technical terms that are not specific to the target domain. For example, in the sentence “Computes the aggregate score as a sum of all of
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the individual scores of each of the labels against each of the outputs of the network" from DeepLearning4j, the phrase “a sum” happens to be the name of the class org.nd4j.linalg.api.ops.impl.accum.ASum. But obviously the phrase is not a term. Examples of general technical terms include those related to file or string operations. These ordinary phrases and general technical terms need to be eliminated to ensure the quality of the extracted seed terms. To this end, we use the following three rules to further eliminate irrelevant terms. The seed terms that satisfy any condition are eliminated.

- the term only appears in the documents of one project;
- the term includes a single word and the word is a common word included in WordNet [20];
- the term includes a stop word at the beginning or end.

The stop words we use in our implementation are the English stop words defined by NLTK [12] (a natural language toolkit) plus some special stop words related to programs (including “get”, “set”, “return”, “test”, “util”).

3.3 Extended Term Extraction

Extended term extraction uses machine learning to identify more terms from the sentences. It treats the term identification as a sequence tagging task [46], which is to predict the corresponding tag sequence of an observation sequence. There are many NLP problems that are solved as sequence annotations, such as part of speech tagging (POS), chunking, and named entity recognition (NER). The tagging scheme we use for this task is the IOBES scheme [46], which is widely used for sequence tagging tasks. In the schema, “B” (“Beginning”), “I” (“Inside”), and “E” (“End”) respectively indicate that the current token is the beginning, middle, and end of a term; “S” (“Single”) indicates that the current token itself constitutes a term; and “O” (“Outside”) indicates a normal token. For example, the tagging of a sentence that includes two terms (i.e., “recurrent neural network” and “RNN”) is presented below.


Our machine learning model for term identification is the widely used LSTM-CRF model [36], which combines LSTM (Long-Short Term Memory) networks and a CRF (Conditional Random Fields) layer. It is an end-to-end learning model that does not require handcrafted features. We use the implementation of the LSTM-CRF model provided by Guillaume et al. [11]. To train the model we generate a sequence pair (an input token sequence and its corresponding tag sequence) from each sentence in the labelled data and use these sequence pairs as the training data. When used for term identification (i.e., prediction), the model takes as input a token sequence generated from an input sentence and produces as output a tag sequence. The words that are tagged with “S” and the phrases that are tagged with “B”, “I”, and “E” in the output tag sequence are identified as glossary terms.

In both the training and prediction we use pretrained word vectors to represent the tokens in the input token sequence. The word vectors are pretrained by fine tuning the GloVe [43] word vectors. Our implementation is based on glove.840B.300d [5], which has 840 billion tokens, 2.2 million cased vocabulary, and 300 vector dimensions. And the word2vec implementation we use is gensim [4].

We use a semi-supervised method to train the model and use an iterative process to identify more terms. The process starts with the seed terms by treating the sentences that include the seed terms as the labelled data and all the other sentences as unlabelled data. After each iteration, a term identification model is trained and used to identify more terms from the sentences. Similar to seed term extraction, this iterative term extraction process also uses the three rules (i.e., term appearing in only one project, common word in WordNet, or including stop words) to filter out irrelevant terms. All the unlabelled sentences with newly identified terms are then added into the labelled data to start the next iteration. This filtering strategy ensures the quality of the sentences that are iteratively added into the labelled data.

The whole iterative process ends when any of the following conditions is met: 1) no new terms are identified by the trained model; 2) the number of iterations reaches a predefined limit (10 in our implementation); 3) there are no unlabelled sentences. In the last iteration all the newly identified terms are accepted except those including stop words at the beginning or end of their names.

For example, in this step “Activation Layer” is identified as a term from the sentence “Imports an Activation layer from Keras.” from DeepLearning4j.

To ensure the quality of the extracted terms, we further refine the results of seed and extended term extraction to produce the candidate terms. First, eliminate general technical terms. We use the following equation to estimate the generality of a term, where \(f_{req}(t)\) and \(T_{N}(t)\) are the frequency and occurrence number of a term \(t\) respectively and \(N_g\) is the token number in the general technical corpus (domain corpus). We eliminate the terms whose generality is higher than a threshold (0.2 in our implementation), which is chosen based on trial term refinement using different thresholds. The general technical corpus used in our implementation includes the reference documentations of JDK 8 [10] and Python 3.6 [13]. For example, “ACM”, “App”, and “number values” are eliminated using this rule.

\[
\text{Generality}(t) = \frac{f_{req}(t)}{T_{N}(t)} \cdot \frac{T_{N}(t)}{N_g} = \frac{N_g}{N_g} = \frac{N_g}{N_g} (\text{threshold})
\]

Second, for each term that includes an acronym, add the acronym into candidate terms if it is not included. For example, “AIS data” is a candidate term, thus “AIS” (which means automatic identification system) is also added as a candidate term.

3.4 Alias Merging

The purpose of this step is to identify the aliases of the same concept from the candidate terms and merge them together to form a concept. This step handles two kinds of concept aliases that widely exist in technical documents, i.e., morphological synonym and abbreviation. We first lemmatize all the candidate terms, then identify and merge morphological synonyms, and finally identify and merge abbreviations.

3.4.1 Identification and Merging of Morphological Synonyms. Typical morphological synonyms in technical documents include:

1) words or phrases that are only different in cases or singular/plural forms, e.g., “DeepLearning4j” and “DeepLearning4j”, “RNN” and “RNNs”;
2) words or phrases that have different spelling or misspelling, e.g., “Deeplearning4J” and “Deeplearning4J”;
3) words or phrases that use hyphens in different ways, e.g., “t-SNE” and “tSNE”.

The first type of morphological synonyms can be directly identified after lemmatization. For the other two types, we use edit distance to determine whether two words or phrases are morphological synonyms. In particular, we use Damerau-Levenshtein distance (DL distance) [28] to measure the similarity of two words or phrases. The DL distance is the minimum number of operations (insert, delete, or substitute a single character, or transpose two adjacent characters) required to convert one word or phrase into the other. Considering words or phrases of different lengths we also calculate the relative distance between two words or phrases s1 and s2 as the following equation, where Distance(s1, s2) is the DL distance of s1 and s2, length(s) is the length of a string s.

$$RDistance(s_1, s_2) = \frac{Distance(s_1, s_2)}{\max(\text{length}(s_1), \text{length}(s_2))}$$

(2)

For example, ”Deeplearning4J” can be converted into ”Deeplearning4J” by a transposition operation of “i” and “n”, thus the DL distance of these two words is 1; similarly the DL distance of ”RNN” and ”NN” is also 1. These two pairs of words have the same DL distance, but the relative distance of ”RNN” and ”NN” (1/3) is much bigger than that of ”Deeplearning4J” and ”Deeplearning4J” (1/14).

For two words or phrases, if both of their DL distance and relative DL distance are lower than predefined thresholds (3, 1/4 respectively in our implementation), we regard them as a pair of morphological synonyms. The thresholds are chosen based on trail selection of morphological synonyms: we first fix the DL distance threshold to 2 and experimentally search for an optimal threshold for relative DL distance; we then search for an optimal threshold for DL distance by fixing the relative DL distance threshold.

Based on the identified morphological synonyms, we construct alias sets of domain concepts by calculating transitive closures based on morphological synonyms, i.e., iteratively merging morphological synonyms together. For any candidate term that has no morphological synonyms, we construct an alias set that includes only the term itself.

3.4.2 Identification and Merging of Abbreviation Relationships. Typical abbreviation relationships in technical documents include:
1) a word is the acronym of a phrase, e.g., ”NN” and ”neural network”;
2) a word is the prefix of another one, e.g., ”net” and ”network”;
3) two phrases satisfy one of the above two relationships after eliminating their common head or tail words, e.g., ”neural net” and ”neural network”.

Any two words or phrases that satisfy one of the above three conditions are treated as a candidate abbreviation relationship. Thus we can further merge the alias sets based on the identified candidate abbreviation relationships. A difficulty here is that a candidate term may have abbreviation relationships with multiple other candidate terms, but it is usually an abbreviation of only one other candidate term. For example, ”RNN” is a candidate abbreviation for both ”Recurrent Neural Network” and ”Recursive Neural Network”, but it is usually the abbreviation of the former in deep learning.

### 3.5 Relation Identification

Relations between the extracted domain concepts are often implied in specific sentence patterns in the documents and structural relations between code elements. Based on the document and code analysis, we identify ”is a”, ”has a”, and ”related to” relations between the extracted concepts. For two concepts C1 and C2, we identify ”is a” and ”has a” relations between them from the following aspects.

First, identify ”is a” relations from the sentences that mention C1 and C2 based on Hearst Patterns [33], which are widely used in the automatic acquisition of hyponymy lexical relations from unrestricted text. The patterns used in our current implementation are shown in Table 1, where C1 and C2 can be any alias of the corresponding concepts.

<table>
<thead>
<tr>
<th>Table 1: Hearst Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 such as C2</td>
</tr>
<tr>
<td>such C1 as C2</td>
</tr>
<tr>
<td>C1 is a C2 and other C2</td>
</tr>
<tr>
<td>C1 including C2, C2 is a C1</td>
</tr>
<tr>
<td>and C2 especially C2 is a C1</td>
</tr>
</tbody>
</table>

Second, identify ”is a” and ”has a” relations based on structural relations between packages and classes. For two packages or classes E1 and E2 whose names are the aliases of C1 and C2 respectively:

1) if E1 contains E2 or aggregates E2 as a property, add a ”has a” relation from C1 to C2;
2) if E1 inherits E2, add an ”is a” relation from C1 to C2.

Third, identify ”is a” and ”has a” relations based on prefix/suffix relations between concept aliases:

1) if an alias of C1 is the prefix of an alias of C2, add a ”has a” relation from C1 to C2;
2) if an alias of C1 is the suffix of an alias of C2, add an ”is a” relation from C2 to C1;
To provide richer concept relations, we further identify “related to” relations between the extracted concepts, which are weaker than “is a” and “has a” relations. The identification of “related to” relations is based on the similarity between two concepts: if the similarity between two concepts is higher than a predefined threshold, add a bidirectional “related to” relation between them.

The context similarity is calculated as the following equation, which combines the lexical similarity \(Sim_{lex}(c_1, c_2)\) and the context similarity \(Sim_{context}(c_1, c_2)\) of two concepts \(w_1\) and \(w_2\) are two weights satisfying \(w_1 + w_2 = 1\).

\[
Sim(c_1, c_2) = w_1 \times Sim_{lex}(c_1, c_2) + w_2 \times Sim_{context}(c_1, c_2)
\]  
(3)

The lexical similarity of \(c_1\) and \(c_2\) is the Jaccard similarity \([34]\) between the token sets of their aliases (i.e., \(Token(c_1)\) and \(Token(c_2)\)).

\[
Sim_{lex}(c_1, c_2) = \frac{|Token(c_1) \cap Token(c_2)|}{|Token(c_1) \cup Token(c_2)|}
\]  
(4)

The context similarity of \(c_1\) and \(c_2\) is calculated in a similar way to the context similarity used in alias merging: generate a vector for each concept by averaging the vectors of all the sentences that mention the concept, then calculate the cosine similarity between concept vectors. In our implementation, the similarity threshold is set to 0.5, and \(w_1\) and \(w_2\) are set to 0.25 and 0.75 respectively. The threshold and weights are determined based on trial identification of “related to” relations: we first fix the threshold to 0.5 and experimentally search for an optimal value for \(w_1\) \((w_2 = 1 - w_1)\); we then search for an optimal threshold by fixing \(w_1\).

Some examples of concept relations extracted from different aspects are as follows.

- **SGD, is a, optimizer** extracted from the sentence “torch.optim: Contains optimizers such as SGD.” based on Hearst Patterns;
- **[NN, has a, Activation Layer]** extracted based on the package containment relation between org.deeplearning4j.nn and org.deeplearning4j.nn.layers.ActivationLayer;
- **[RNN, has a, RNN Layer] and [recurrent neural network, is a, neural network] extracted based on the prefix/suffix relations between concept names;
- **[L1, related to, Regularizer]** extracted based on context similarity of concepts.

Note that some “related to” relations may be “is a” or “has a” relations. For example, L1 is a common method for regularization to avoid overfitting in machine learning, but only a “related to” relation is extracted for them because there lacks supports from sentences and code elements for the “is a” relation between them. There may be more than one relation between two concepts. For example, there are both “is a” and “has a” relations between “RNN” and “neural network”.

### 3.6 Explanation Extraction

Concept extraction provides for each extracted domain concept a list of sentences that mention the concept. The purpose of explanation extraction is to select for each domain concept a set of sentences that can help users to understand the concept. These sentences usually can be classified into the following categories.

- **Concept Definition**: provide definition for a concept and related techniques, for example taxonomy, explanation of the meaning;
- **Technical Comment**: comment on the characteristics of a concept and related techniques, for example benefits and drawbacks, comparisons with other techniques;
- **Usage Guidance**: suggest the proper way to use a concept and related techniques, for example applicable scenarios, guidance on related settings, common problem solutions.

We need to filter out sentences that mention a concept but are useless for the understanding of the concept. These sentences may be low-quality sentences that are incomplete or sentences talking about low-level implementation (e.g., using the concepts to explain the functionalities of code elements). We treat all the sentences that mention a domain concept as the candidate sentences for the concept and the following heuristic rules to filter out useless sentences. Candidate sentences that satisfy any of the rules are filtered out.

- **Incomplete Sentences**: the sentence has no subject or predicate, or has incomplete punctuations (e.g., the right parenthesis is missing);
- **Code Elements**: the sentence includes code elements;
- **Question**: the sentence is a question;
- **Subordinate Clause**: the sentence mentions the concept in its subordinate clauses.

For example, for the concept “Activation Layer” the following two sentences are selected as its explanation sentences: 1) “Activation layer is a simple layer that applies the specified activation function to the input activations.”; 2) “Activation Layer Used to apply activation on input and corresponding derivative on epsilon.”. While the following two sentences are filtered out: 1) “Imports an Activation layer from Keras.”; 2) “Advanced Activation Layers.”.

### 4 EMPIRICAL STUDY

We conduct an empirical study with two technical domains (deep learning and Hadoop). Based on the results, we evaluate the effectiveness of our approach for domain concept extraction and the usefulness of the extracted domain concepts for software development tasks. All the data and results of the study have been included in our replication package [15].

#### 4.1 Study Design

The two subject domains that we choose for the study represent two kinds of technical domains. Deep learning domain includes software libraries that are written in different languages and provide similar functionalities for the development of deep learning applications. Hadoop domain is a software ecosystem that consists of interdependent software systems.

The subject projects we choose for the deep learning domain are three popular deep learning libraries: Deeplearning4j 1.0.0-beta3 [2], Tensorflow 1.12 [18], PyTorch 1.0.0 [14]. Among them, Deeplearning4j is written in Java, Tensorflow and PyTorch are written in Python.

The subject projects we choose for the Hadoop domain are Hadoop 2.9.2 [6], HBase 2.1.0 [7], Hive 2.3.4 [8]. Hadoop is a distributed data storage and processing framework based on the MapReduce model. HBase is a distributed database that runs on top of HDFS (Hadoop Distributed File System) and provides Bigtable-like capabilities for Hadoop. Hive provides a SQL-like interface to query
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A fused RNN cell represents the entire RNN expanded over the time dimension.

4.2 Basic Results

For the deep learning domain, we identify 471 seed terms and 6,645 additional terms in extended term extraction. These candidate terms are finally transferred into 5,382 concepts after alias merging. These concepts have 7,116 aliases in total and each concept has 1 to 22 aliases (1.32 on average). For these concepts 16,962 relations are extracted, including 119 “is a” relations, 709 “has a” relations, 16,134 related to relations, and each concept has 1 to 22 relations (6.30 on average). For these concepts 1,689 explanation sentences are extracted and each concept has 0 to 69 sentences (0.31 on average).

For the Hadoop domain, we identify 202 seed terms and 2,537 additional terms in extended term extraction. These candidate terms are finally transferred into 2,069 concepts after alias merging. These concepts have 2,739 aliases in total and each concept has 1 to 12 aliases (1.32 on average). For these concepts 6,815 relations are extracted, including 135 “is a” relations, 479 “has a” relations, 6,201 related to relations, and each concept has 1 to 150 relations (6.59 on average). For these concepts 1,311 explanation sentences are extracted and each concept has 0 to 68 sentences (0.63 on average).

A snippet of the concepts and relations extracted for deep learning domain is shown in Figure 2. This snippet explains the relationships between a set of deep learning concepts such as NN, RNN, CNN, LSTM, LSTM Cell, RNN Cell, Seq2Seq. The aliases and explanation sentences of a part of the concepts are shown in Table 2.

### Table 2: Aliases and Explanations of Concepts in Figure 2

<table>
<thead>
<tr>
<th>Concept</th>
<th>Alias</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>Neural Network, Neural Net</td>
<td>Neural networks can find complex relationships between features and the label.</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent Neural Network</td>
<td>Recurrent neural networks (RNNs) are used when the input is sequential in nature.</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network</td>
<td>In practice, convolutional neural networks (CNNs) are better suited for image classification tasks.</td>
</tr>
<tr>
<td>Seq2Seq</td>
<td>Sequence to Sequence network, seq2seq network, Encoder-Decoder network</td>
<td>A Seq2Seq model is a model consisting of two RNNs called the encoder and decoder.</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short-Term Memory</td>
<td>A LSTM is well suited for this type of problem due to the sequential nature of the data.</td>
</tr>
<tr>
<td>RNN Cell</td>
<td>A fused RNN cell represents the entire RNN expanded over the time dimension.</td>
<td></td>
</tr>
</tbody>
</table>

4.3 Accuracy (RQ1)

To answer the question, we evaluate the accuracy of the key steps of our approach (i.e., term extraction, alias merging, relation identification, explanation extraction) separately for each of the two domains. As the numbers of terms, concepts, relations, and sentences are large, we adopt a sampling method [48] to ensure that the estimated population is in a certain confidence interval at a certain confidence level. According to the sampling method the minimum number of data instances to be examined can be calculated by the formula $MIN = \frac{n_0}{(1 + \frac{n_0 - 1}{\text{population size}})}$.

The variable $n_0$ in the formula can be calculated by the formula $n_0 = \frac{(Z^2 \times 0.25)^2}{\epsilon^2}$, where $Z$ is the z-score of the desired confidence level and $\epsilon$ is the desired error margin. For each step, we randomly select $MIN$ samples for the error margin $\epsilon = 0.05$ at 95% confidence level: for term extraction we examine the accuracy of candidate terms, i.e., whether the sampled terms represent domain specific concepts; for alias merging we examine the accuracy of alias relationships, i.e., whether the two aliases in the sampled alias pairs represent the same concepts; for relation identification we examine the accuracy of concept relations, i.e., whether the two concepts in the sampled relations have the corresponding relations; for explanation extraction we examine the accuracy of explanation sentences, i.e., whether the sampled sentences provide useful explanations or guidance for the corresponding concepts. We invite three master students who are experts in the two domains (with 3 years’ experience) to examine the accuracy. For each examination two experts independently make the decision based on both their own knowledge and online resources of the domains. When there is disagreement on a decision, the third expert gives an additional judgement.

Then we compare our approach with a state-of-the-art approach for documentation based domain glossary extraction by Arora et al. [22]. Arora et al.’s approach extracts glossary terms and their related terms (i.e., the terms that belong to the same categories), but does not identify concept aliases or relations. Therefore, we can only compare the accuracy of the extraction of glossary terms with the approach. For each target domain we use the same sampling method to randomly select $MIN$ sentences from the corpus of technical documents and ask the experts to annotate the glossary terms that are included in these sentences. For each sentence two experts independently identify the glossary terms in it and their agreement on each identified term is checked. When there is disagreement on an identified term, the third expert gives an additional judgement. These identified terms are used as the golden set. We implement
Arora et al.’s approach and use the implementation to extract glossary terms from the corpus of each domain. We then identify the extracted terms that are included in the sampled sentences and treat these terms as the result set of the approach. The result set of our approach is produced in a similar way. Based on the result sets of the two approaches and the golden set, we calculate the precision, recall, and F1-measure (the harmonic mean of precision and recall) of glossary term extraction for the two approaches.

In the above process the agreement rate is always calculated between the first two experts before resolving their disagreements together with the third one.

According to the sampling method, we select 384 samples for the accuracy evaluation of each step in each domain. The results of the evaluation are shown in Table 3. For each step in each domain we provide the agreement rate of the human annotations and the accuracy.

It can be seen that our approach achieves high accuracy in term extraction (0.747 and 0.771), alias merging (0.961 and 0.956), relation identification (0.753 and 0.828), and explanation extraction (0.807 and 0.802). For term extraction, the falsely extracted terms include: non-concept phrases, e.g., “network learn” (deep learning) and “table exists” (Hadoop); concepts that are not relevant to the domain, e.g., “Google Cloud” (deep learning), “Webapp” (Hadoop); concepts with meaningless qualifiers, e.g., “second tensors” (deep learning), “given rows” (Hadoop). For alias merging, the falsely identified alias relationships include: similar terms with different meanings, e.g., “opened” and “openv” (deep learning); falsely merged abbreviation and full name, e.g., “RR” and “random row” (Hadoop, the right full name is “Record Reader”). For relation identification, the falsely extracted concept relations include: false relations of false concepts, e.g., {contrib, has a, Early Stopping} (deep learning, “contrib” is not a term); false “related to” relations between lexically similar terms, e.g., {specified nodes, related to, specified metric} (Hadoop, the two terms are lexically similar but not relevant). For explanation extraction, the falsely extracted sentences do not provide useful explanations or guidance, e.g., the sentence “The reparameterized sample therefore becomes differentiable” for “reparameterized sample” (deep learning).

According to the sampling method, we select 384 sentences from each domain for the comparison with the approach in [22]. The agreement rates of the human annotations are 0.776 and 0.805 in the deep learning domain and the Hadoop domain respectively. The results of the comparison are shown in Table 4. For each approach we provide the precision, recall, and F1-measure of the extraction of glossary terms in each domain.

It can be seen that in deep learning domain our approach significantly outperforms Arora et al.’s approach in terms of both precision (by 0.498) and recall (by 0.117). Their approach is based on the identification of noun phrases, thus may extract many irrelevant words or phrases, especially acronyms, e.g., “specified value”, “AND” and “IT” in deep learning domain, and “Hadoop example code”, “ONLY”, “OR” in Hadoop domain. In Hadoop domain our approach outperforms Arora et al.’s approach in terms of precision (by 0.432) and F1-measure (by 0.120), but is inferior to their approach in term of recall (by 0.280). We find that the reason why our approach achieves a much lower recall in Hadoop lies in the difference between the two domains. In our study, deep learning domain consists of three alternative libraries with similar functionalities and these projects share many glossary terms; while Hadoop domain consists of three interdependent software systems that provide different functionalities and these projects share much less glossary terms. Our approach relies on the rule of shared terms in different projects to identify the training data for term extraction, so it can identify much less terms for training in Hadoop domain and thus extract much less glossary terms finally. To conclude, our approach outperforms Arora et al.’s approach in general; and it performs better when the target domain consists of projects that provide similar functionalities.

### 4.4 Knowledge Fusion (RQ2)

Our approach harvests glossary terms, concepts, and explanations from different projects and documents. To evaluate how our approach fuses the knowledge from different projects and documents, we analyze the distribution of the extracted terms, concepts, and explanations among different projects and documents. Table 5 shows the statistics for the knowledge fusion of different projects, i.e., how much of the terms, concepts, and explanation sentences are covered by different documents of different projects. For deep learning domain, if one reads a single document of a specific project she can learn at most 58.0% terms, 53.7% concepts, and 29.5% explanation sentences. For Hadoop domain, the ratios are 45.7%, 40.9%, and 40.6% respectively. From the analysis, it can be seen that it is necessary to fuse the knowledge from different documents of different projects to have a comprehensive understanding of domain specific concepts. For example, the abbreviation “GAN” appears in the documents of TensorFlow, but its full name “Generative Adversarial Networks” can only be found in Deeplearning4j and its explanations can only be found in PyTorch.

We further analyze the complementarity with Wikipedia based on the 384 terms sampled in each domain for the evaluation of term extraction (see Section 4.3). For each term we manually examine Wikipedia to check whether it is included with the same meaning. Note that as Wikipedia may include the same terms with different meanings this examination can only be performed manually. Table 6 shows the results of the complementarity analysis, including the number of glossary terms that are confirmed, the number of glossary terms that are included in Wikipedia and the ratio. It can be seen that only 23.0% and 28.0% of the glossary terms extracted by our approach are included in Wikipedia, indicating a high complementarity with Wikipedia. Wikipedia includes some domain specific terms, e.g., “RNN” and “LSTM” in deep learning domain, but misses more domain specific terms. For example, our approach identifies “computation graph” as a term in deep learning domain and provides useful explanations, but it is not included.

<table>
<thead>
<tr>
<th>Step</th>
<th>Deep Learning Agreement</th>
<th>Deep Learning Accuracy</th>
<th>Hadoop Agreement</th>
<th>Hadoop Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Term Extraction</td>
<td>0.773</td>
<td>0.747</td>
<td>0.771</td>
<td>0.771</td>
</tr>
<tr>
<td>Alias Merging</td>
<td>0.981</td>
<td>0.981</td>
<td>0.980</td>
<td>0.980</td>
</tr>
<tr>
<td>Relation Identification</td>
<td>0.807</td>
<td>0.753</td>
<td>0.698</td>
<td>0.828</td>
</tr>
<tr>
<td>Explanation Extraction</td>
<td>0.729</td>
<td>0.880</td>
<td>0.831</td>
<td>0.802</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Deep Learning Precision</th>
<th>Deep Learning Recall</th>
<th>Hadoop Precision</th>
<th>Hadoop Recall</th>
<th>F1</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arora et al.’s Approach</td>
<td>0.959</td>
<td>0.665</td>
<td>0.403</td>
<td>0.324</td>
<td>0.210</td>
<td>0.696</td>
</tr>
<tr>
<td>Our Approach</td>
<td>0.998</td>
<td>0.551</td>
<td>0.281</td>
<td>0.270</td>
<td>0.210</td>
<td>0.696</td>
</tr>
</tbody>
</table>
in Wikipedia. Therefore, the concepts, relations, and explanations extracted by our approach can well complement general knowledge base such as WikiPedia.

4.5 Usefulness (RQ3)

We design an experiment to investigate whether the extracted domain glossary can help to answer real-world developer queries. Given a query, we use a document search engine to search the corpus of documents of the target domain. Then we perform the document search again using query expansion based on the extracted domain glossary and compare the performance before and after the query expansion.

In particular, we use Elasticsearch 6.0.6 [3] as the document search engine. The query expansion in implemented in the following way. We identify the domain concepts that are mentioned in the query. Assume $C$ is the set of concepts that are mentioned in the initial query and $T$ is the set of the other tokens in the initial query, then the expanded query consists of: $1)$ all the tokens in $T$, their weights are set to 0.5; $2)$ all the concepts that have “is a” or “has a” relations with any concept in $C$, their weights are set to 0.5; $3)$ the aliases of the concepts in $C$ (each concept with one alias), their weights are set to 1. We try different combinations of aliases for the concepts in $C$ and for each combination the expanded query is used to search the corpus of documents of the target domain with ElasticSearch. According to the suggestion in [31], we replace the aliases of up to three concepts each time (while the other concepts use the initial terms) to avoid combinatorial explosion and the distortion of results. Each time we collect the top 10 ranked sentences and record the score (given by ElasticSearch) of each sentence. After all the combinations for the query are executed we sum up the scores of each sentence to produce the final ranking of sentences.

We select 12 questions from the top 100 voted Stack Overflow questions with the tag “deep learning” or “Hadoop”. These questions are related to domain concepts and can be answered by the documents. The selected sentences are shown in Table 7, among which Q1-Q8 are about deep learning and Q9-Q12 are about Hadoop. For each question we use its title as a query and calculate three metrics for the query results: precision (P), which indicates the proportion of relevant sentences in the top 10 ranked sentences; average precision (AP), the mean of the precision scores obtained after all the relevant results are retrieved with relevant results that are not retrieved receiving a precision score of 0; reciprocal rank (RR), which is the reciprocal of the position of the first correct result.

Table 6: Complementarity with Wikipedia

<table>
<thead>
<tr>
<th>Domain</th>
<th>Term</th>
<th>Wikipedia</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep Learning</td>
<td>287</td>
<td>66</td>
<td>24.0%</td>
</tr>
<tr>
<td>Hadoop</td>
<td>296</td>
<td>83</td>
<td>29.0%</td>
</tr>
</tbody>
</table>

Table 7: Developer Questions Selected from Stack Overflow

<table>
<thead>
<tr>
<th>Question</th>
<th>ID</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>38714959</td>
<td>Understanding Keras LSTMs</td>
</tr>
<tr>
<td>Q2</td>
<td>44747343</td>
<td>Using a pre-trained word embedding (word2vec or Glove) in TensorFlow</td>
</tr>
<tr>
<td>Q3</td>
<td>4151128</td>
<td>What are the differences between numpy arrays and matrices? Which one should I use?</td>
</tr>
<tr>
<td>Q4</td>
<td>5751114</td>
<td>Nearest neighbors in high-dimensional data?</td>
</tr>
<tr>
<td>Q5</td>
<td>13619874</td>
<td>Is there a rule-of-thumb for how to divide a dataset into training and validation sets?</td>
</tr>
<tr>
<td>Q6</td>
<td>2603943</td>
<td>What is machine learning?</td>
</tr>
<tr>
<td>Q7</td>
<td>42751154</td>
<td>How to copy the file from HDFS to the local file system</td>
</tr>
<tr>
<td>Q8</td>
<td>29710411</td>
<td>What is the benefit of using CDH (Cloudera) distributions?</td>
</tr>
<tr>
<td>Q9</td>
<td>46684091</td>
<td>In Hadoop, what is the difference and relationship between jobtracker and tasktracker?</td>
</tr>
</tbody>
</table>

Table 8: Performance of Query Expansion

<table>
<thead>
<tr>
<th>Question</th>
<th>Domain</th>
<th>Before Extension</th>
<th>After Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>K</td>
<td>AP</td>
</tr>
<tr>
<td>Q1</td>
<td>Deep Learning</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>Q2</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td>Q3</td>
<td>0.90</td>
<td>0.70</td>
<td>1.00</td>
</tr>
<tr>
<td>Q4</td>
<td>0.50</td>
<td>0.70</td>
<td>1.00</td>
</tr>
<tr>
<td>Q5</td>
<td>0.90</td>
<td>0.70</td>
<td>1.00</td>
</tr>
<tr>
<td>Q6</td>
<td>0.90</td>
<td>0.70</td>
<td>1.00</td>
</tr>
<tr>
<td>Q7</td>
<td>0.90</td>
<td>0.70</td>
<td>1.00</td>
</tr>
<tr>
<td>Q8</td>
<td>0.90</td>
<td>0.70</td>
<td>1.00</td>
</tr>
<tr>
<td>Q9</td>
<td>Hadoop</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>Q10</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td>Q11</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td>Q12</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The query expansion performs well for Q2, Q7, Q8, Q10, Q11, and Q12. We can see these queries are quite relevant to the comprehension of concepts (e.g., training, validation sets). In contrast, the query expansion is not so effective for Q3 and Q9. Both these two queries ask concrete technical solutions with the corresponding software libraries and systems (e.g., TensorFlow). One reason for this difference may be that concrete technical solutions are more relevant to specific projects (e.g., TensorFlow) and basic techniques (e.g., file copy) rather than the overall domain and high-level concepts. This inspires us to consider to integrate the domain glossaries with more general background knowledge bases (e.g., those for computing and Java programming) to provide better support for the acquisition of software knowledge.

4.6 Threats to Validity

A major threat to the internal validity is the subjective judgements involved in the data annotation and result assessment of the experiments. Although the final results are based on the agreement of different experts, some of the judgements may be incorrect and thus influence the evaluation results.

A major threat to the external validity is the limited number of target domains, projects, and documents used in the study. Different domains, projects, and documents may have different characteristics in their source code and documents (e.g., styles and formats) and the involved concepts (e.g., naming styles and usage modes in
code/text). The approach may be less effective for other domains or when considering more projects and documents of the domains. Another major threat to the external validity is the limited number of questions used in the usefulness evaluation. Different questions may involve different concepts and thus lead to different effects of improvement.

5 DISCUSSION

Researchers have advocated for a new vision for satisfying the information needs of developers, which is called On-Demand Developer Documentation (OD3) [47]. An OD3 system would automatically generate high-quality response for a user query based on a combination of knowledge extracted from a collection of artifacts such as source code, documentation, and Q&A posts. This capability needs to be built around the extraction and fusion of software development knowledge from a variety of artifacts. And a domain knowledge graph that provides domain specific concepts and their relationships is a key for the knowledge extraction and fusion. Actually we have seen the application of domain knowledge graph for the purpose of dynamic documentation generation [42] and improving API Caveats Accessibility [37].

The domain glossary constructed by our approach can be seen as an initial attempt for the construction of domain knowledge graph. Besides technical domains like deep learning and Hadoop, our approach can also be applied on business domains like e-learning and office given the required source code and documentation. The domain glossary extracted by our approach complement general knowledge graphs such as Wikidata [19] by providing domain specific concepts and relationships. It is useful that the domain glossaries of specific domains are integrated with general knowledge graphs (e.g., Wikidata) and the domain glossaries of general technical domains (e.g., Java and Python) to provide more comprehensive knowledge graphs for software engineering tasks.

Our approach can be improved from several aspects. First, other artifacts such as Q&A posts, issues, and commit messages can be added into the data sources of concept extraction. Second, more rules and algorithms can be used for the identification of seed terms. Third, the extracted relationships can be further refined by employing more advanced text processing and knowledge extraction techniques. This refinement means not only identifying more “is a” and “has a” relations, but also refining the general “related to” relations into concrete relations. Fourth, the extracted domain specific concepts can be connected with more general concepts (e.g., concepts about programming languages and computing) in background knowledge by various relationships.

6 RELATED WORK

Term extraction is a long studied topic in many domains such as knowledge engineering and information retrieval. Existing approaches use linguistic, statistical, and hybrid techniques to identify glossary terms from text corpus [23, 24, 35, 38, 41]. In software engineering area, researchers investigate automatic extraction of domain glossaries from requirements documents to mitigate imprecision and ambiguity [22]. Anurag et al. [30] propose a hybrid approach for the extraction of glossary terms from natural language requirements. Menard and Ratte [40] propose a text mining approach to extract domain-relevant terms from internal business documents. Arora et al. [22] propose a linguistic heuristic approach to extract glossary terms and their related terms from requirements documents. These approaches rely on linguistic heuristics or term-frequency-based statistics to identify domain specific terms, thus the accuracy is often low. Moreover, these approach do not extract concept aliases or relations.

Some researches identify and extract software specific entities such as API elements and programming actions from software engineering text corpus. The researches on API recognition identify API elements mentioned in text corpus [53, 58]. Based on the recognition of API elements, we can further link APIs with other relevant artifacts. Treude and Robillard [51] propose an approach for automatically augmenting API documentation with insight sentences from Stack Overflow. Dagenais and Robillard [27] propose an approach for recovering traceability links between an API and its learning resources. Treude et al. [52] developed a technique for automatically extracting tasks from software documentation to help developers navigate documentation. The software specific entities extracted by these approaches complement the glossary terms extracted by our approach.

Some researches [21, 25] extract domain concepts and relations from source code. These approaches can only identify concepts from source code identifiers and cannot harvest knowledge from software documentation.

Recently, some researchers investigate learning based approaches for the identification of software specific concepts and relations from text content. Ye et al. [59] propose a learning based named entity recognition approach on software engineering social content (e.g., Stack Overflow). Zhao et al. [60] propose a learning based approach for discovering domain specific concepts and their relation triples from Stack Overflow posts. Chen et al. [26] propose an automatic approach for extracting software-specific terms and commonly used morphological forms from Stack Overflow posts. These approaches are customized for Stack Overflow and rely on Stack Overflow specific features such as post tags and timestamps. Moreover, Ye et al.’s approach [59] and Zhao et al.’s approach [60] rely on human labeled data for learning.

7 CONCLUSION

In this paper, we have proposed a learning-based approach for automatic construction of domain glossary from source code and software documentation. We have conducted an empirical study with the deep learning domain and the Hadoop domain. The study confirms the accuracy of the extracted domain glossary and its usefulness for the fusion and acquisition of knowledge from different documents of different projects. In the future, we plan to improve the approach by refining the extracted relationships and integrating with general knowledge graphs and apply the constructed domain glossaries to more software engineering tasks.
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